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A B S T R A C T   

A main goal in translational neuroscience is to identify neural correlates of psychopathology (“biomarkers”) that 
can be used to facilitate diagnosis, prognosis, and treatment. This goal has led to substantial research into how 
psychopathology symptoms relate to large-scale brain systems. However, these efforts have not yet resulted in 
practical biomarkers used in clinical practice. One reason for this underwhelming progress may be that many 
study designs focus on increasing sample size instead of collecting additional data within each individual. This 
focus limits the reliability and predictive validity of brain and behavioral measures in any one person. As bio-
markers exist at the level of individuals, an increased focus on validating them within individuals is warranted. 
We argue that personalized models, estimated from extensive data collection within individuals, can address 
these concerns. We review evidence from two, thus far separate, lines of research on personalized models of (1) 
psychopathology symptoms and (2) fMRI measures of brain networks. We close by proposing approaches uniting 
personalized models across both domains to improve biomarker research.   

1. Background 

In translational neuroscience, it has long been a stated goal to 
identify “biomarkers”, or neural correlates of psychiatric disorders that 
can be used to facilitate diagnosis, determine prognosis, and improve 
treatment (Charney et al., 2002). This goal is primarily inspired by the 
shortcomings of currently used diagnostic nosologies in psychiatry 
(American Psychiatric Association, 2013; World Health Organization, 
1992), in which symptoms of disorders often overlap between diagnoses 
and treatment outcomes and are highly variable even for people who 
receive the same diagnosis (Gordon and Redish, 2016). One example of 
this issue is seen in the criteria for diagnosing major depressive disorder 
and generalized anxiety disorder, which both include the same symp-
toms of fatigue and sleep disturbance (American Psychiatric 

Association, 2013). Partially in response to these shared diagnostic 
features across different disorders, the identification of biomarkers is the 
central objective of the Research Domain Criteria (RDoC) initiative: a 
large effort in clinical neuroscience to identify the neural underpinnings 
of psychopathology symptoms to better define diagnostic categories in 
psychiatry (Cuthbert and Insel, 2013; Insel, 2014). Through this and 
similar endeavors, clinical neuroscience has focused on finding indi-
vidual differences in brain function which reliably covary with psychi-
atric symptoms. 

One method commonly employed in biomarker research is magnetic 
resonance imaging (MRI), which can be used to non-invasively measure 
human brain anatomy and function and track their relationship with 
symptom severity. Evidence from MRI research has shown that symp-
toms of psychopathology are not only associated with alterations in the 
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functions of single brain regions, but can also result from the interaction 
of many distributed areas of the brain (Menon, 2011). Given this evi-
dence, functional connectivity MRI (fcMRI) has become a prominent 
method to study psychopathology. Research utilizing fcMRI has been 
used to identify “networks” of brain regions with correlated activity 
(Power et al., 2011; Yeo et al., 2011), such as the default mode network 
(Greicius et al., 2003). Using this technique, many studies have found 
links between alterations of brain networks and symptoms of psychiatric 
disorders (Baker et al., 2014; Zhang et al., 2021). For example, evidence 
from many studies has found a relationship between increased connec-
tivity strength among the regions of the default mode network and 
symptoms of depression (Kaiser et al., 2015; Mulders et al., 2015). 
Together, these findings highlight the presence of distributed alterations 
in brain function in psychopathology. 

Yet, despite its promise, biomarker research using MRI has so far 
yielded predominantly small brain-behavior relationships that can only 
be measured reliably with thousands of participants (Marek et al., 
2022). These somewhat underwhelming results from investments in 
large sample size datasets such as the Human Connectome Project (HCP; 
Van Essen et al., 2012), UK Biobank (Miller et al., 2016), and Adolescent 
Brain Cognitive Development (ABCD) study (Casey et al., 2018) suggest 
that the typical study designs used in biomarker research may not be 
ideal for identifying actionable targets for diagnosis and intervention. 
Here, we posit that a major limitation of these previous efforts is that 
they largely rely on group-level or cross-sectional inferences based on a 
relatively small amount of data per participant. 

In this review, the term “group-level” broadly refers to methods of 
characterizing data from individuals which explicitly average measures 
across people (e.g., comparing mean scores on a measure between 
groups of individuals). Here, we also use this term to include methods of 
analyzing data which artificially equate measures across individuals to 
meet certain assumptions of statistical analyses. Common examples of 
this assumption are that the same sum scores on a self-report measure of 
depression symptoms represent the same level of psychopathology in 
two different people (Fried and Nesse, 2015), or that the functions of 
brain regions defined in groups of individuals generalize to any one 
individual (Gordon and Nelson, 2021; Salvo et al., 2021). Though these 
examples (and other similar methods) are not explicitly averaging data 
across people, their assumption of equivalence likely distorts our un-
derstanding of the true degree of inter-individual variability in these 
measures in the population. 

As we will discuss further in this review, with the amount of data 
typically collected per participant in group-level studies, measures of both 
brain networks and behavior have poor reliability and fail to capture valid 
person-specific brain and behavioral profiles. This means that the majority 
of research on biomarkers cannot, by design, identify reliable relationships 
between symptoms and neural substrates within a given individual. Thus, 
these group-level study designs can only indirectly infer that the re-
lationships they observe actually hold at the level of individuals – the level 
of analysis where biomarkers are theorized to exist. 

As an example, consider the aforementioned meta-analytic link be-
tween depression symptoms and default mode network connectivity. 
Though group-level approaches can answer research questions about 
people on average, they leave potentially relevant aspects of individual- 
level functioning unaddressed (see Table 1). This is true for research 
questions using group-level analyses in both between-subject (e.g., is the 
average score on a measure between groups significantly different?) and 
within-subject (e.g., is the average score on a measure at timepoint one 
significantly different from the average score at timepoint two?) study 
designs. In order to provide actionable indicators of prognosis and treat-
ment, biomarker research must be able to answer questions such as who 
specifically benefits from a given treatment and after how long do they 

begin to improve? And which symptom profiles distinguish these in-
dividuals from those who show little or no benefit from a treatment? 
Without directly answering these questions at the level of individuals, the 
generalizability of group-level results to any individual person is unknown. 

Given these limitations of group-level analyses in biomarker 
research, it is fair to question whether the goals of precision diagnosis 
and treatment outlined in the RDoC framework (Cuthbert and Insel, 
2013) can be realized using typical group-level biomarker study designs 
(i.e., Hariri, 2009). In response to these limitations, we propose that 
biomarker research should, instead, focus on the individual as the pri-
mary unit of analysis. One potential methodological approach for this 
focus is that of personalized (or “precision”) models: defined here as 
estimates of brain function and behavior obtained from extensively 
sampled individual participants (Gratton et al., 2020; Wright and 
Woods, 2020). Previous evidence suggests that personalized models can 
produce data that is reliable and valid at the level of individual partic-
ipants without relying on pooling data across individuals. Thus, exten-
sive measurement of individual participants can directly address 
heterogeneity in the within-person mechanisms that are proposed to 
underlie psychopathology and brain function. 

In this review, we focus on recent efforts to construct personalized 
models in the domains of psychopathology symptoms and fcMRI. This is 
a narrative review and thus the selection of included papers is not 
exhaustive, but is meant to highlight the potential of personalized 
models in biomarker research. While typically the use of personalized 
models in these domains has been mutually exclusive, we discuss similar 
overarching themes across these two research domains and propose 
strategies for uniting them in future research. Though the focus here is 
explicitly on measures of psychopathology and fcMRI, the issues covered 
here are relevant to many other biological measures and behavioral 
phenotypes. The first section of this review focuses on evidence that 

Table 1 
A subset of potential research questions relating to the relationship between 
default network connectivity and depression symptoms are shown. Examples of 
questions that can be answered using an individual-level approach versus a more 
typical group-level approach using are provided for within and between subject 
study designs.  

Study 
Design 

Group-Level Analysis Individual-Level Analysis 

Between 
Subjects  

• Does a group of depressed 
individuals show more 
default network connectivity 
than a group of non-depressed 
individuals on average?  

• Is there a relationship 
between individual 
differences in default network 
connectivity and depression 
symptoms across people on 
average?  

• Are there individuals with 
depression who show stronger 
default mode network 
connectivity relative to non- 
depressed individuals?  

• Does the relationship between 
default network connectivity 
and depression symptoms vary 
across individuals?  

• Who specifically benefits from 
a given intervention, and what 
individual characteristics 
distinguish them from those 
who do not benefit? 

Within 
Subjects  

• Do changes in depression 
symptoms over time covary 
with changes in default 
network connectivity on 
average?  

• Does a given intervention 
change the relationship 
between default network 
connectivity and depression 
symptoms on average?  

• How does a given person’s 
default mode network 
connectivity vary over time 
with changes in depression 
symptoms?  

• How long does it take for the 
relationship between default 
network connectivity and 
depression symptoms to begin 
to change in an individual in 
response to a given 
intervention?  
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averaging data across people via group-level approaches obscures 
important information about individual differences in brain networks 
and psychiatric symptoms. The second section focuses on the insights 
personalized models can provide into how psychiatric symptoms and 
brain networks change dynamically change over time. In the final sec-
tion, we propose future directions and study designs for research that 
combines personalized approaches in both neuroimaging and 
psychopathology. 

2. Averaging data across participants can obscure individual 
differences in brain and behavior 

Many traditional group-level experimental designs seek to determine 
whether there are significant differences between particular groups or 
relationships between certain variables in a population (Whitley and Kite, 
2012). This is the most common design adopted in many studies of psy-
chopathology symptoms and fcMRI, including the large consortia 
mentioned in the introduction. While in many contexts this across-person 
aggregation has desirable effects, such as reducing measurement error and 
increasing statistical power (Cohen, 1992), these benefits are dependent 
on the underlying properties of the data being averaged. In situations 
where substantial inter-individual differences exist in the underlying data, 
pooling data across individuals can actually result in decreased validity 
and/or reliability (Epstein, 1983). Thus, evidence for consistent and sub-
stantial individual differences in psychopathology and fcMRI measures 
would pose a problem for biomarker research which aggregates or artifi-
cially equates these measures across individuals. 

In this section, we review studies using personalized models of fcMRI 
and psychopathology to examine the extent of individual differences in 
these measures across participants. We will discuss issues of inter- 
individual heterogeneity and validity that prevent traditional group- 
level approaches from providing accurate representations of these 
measures in individual people. We argue this evidence indicates that 
biomarker research would benefit from a greater focus on measuring 
brain function and psychopathology at the individual-level. 

2.1. Personalized models of functional connectivity can better distinguish 
how brain organization varies across individuals 

In the field of neuroscience, non-invasive neuroimaging research into 
brain structure and function has helped elucidate the neural bases of 
cognition, emotion, and behavior (Gazzaniga, 2004). As these processes 
have long been known to be altered in psychopathology (Beck, 1979; 
Kraepelin, 1921), better understanding their underlying mechanisms can 
help identify the neural substrates that drive mental illness. More recently, 
it has become clear that the neural substrates underlying these internal 
states and behaviors are not solely reliant on individual regions of the 
brain, but are the product of interactions across distributed large-scale 
brain networks (Dosenbach et al., 2007; Van Den Heuvel and Pol, 
2010). In line with this evidence, many studies of large-scale brain net-
works in clinical populations have identified significant relationships with 
psychopathology (Baker et al., 2014; Menon, 2011; Zhang et al., 2021). 

Previous work in neuroimaging has established that using fcMRI, 
brain networks can be non-invasively measured in human participants 
(Van Dijk et al., 2010). This method can be used to measure networks 
such as the default mode (Greicius et al., 2003) and frontoparietal 
(Dosenbach et al., 2006, 2007), which have been shown to be involved 
in processes such as internally-oriented cognition and cognitive control, 
respectively. Many studies have replicated the presence of these net-
works across different groups of participants (e.g., Power et al., 2011; 
Yeo et al., 2011), establishing that their topography is relatively 
consistent when (fcMRI) data is averaged across groups of participants. 
This past work suggests that there are many commonalities in functional 
brain organization across the population. 

Despite these many commonalities, recent evidence from “precision” 
fMRI has helped elucidate the many ways in which brain network 

organization varies across individuals (Gordon and Nelson, 2021; 
Gratton et al., 2020; Michon et al., 2022). Precision fMRI refers to 
personalized models of brain activity and brain networks obtained via 
extensive sampling1 of single individuals (Gordon et al., 2017c; Greene 
et al., 2019; Laumann et al., 2015; Marek et al., 2018). This extensive 
sampling is necessary to obtain reliable estimates of individual brain 
function, as with smaller amounts of data fcMRI estimates can be quite 
noisy (Gordon et al., 2017c; Kraus et al., 2021; Noble et al., 2017). In 
many previous studies using fcMRI, this limitation has necessitated 
group-level approaches for defining brain networks in order to produce 
robust results. 

This limitation is notable as many recent fcMRI studies have shown 
that, while there are commonalities in their topography, some brain 
network locations show large idiosyncratic variations in individuals 
(Bijsterbosch et al., 2018; Braga and Buckner, 2017; Finn et al., 2015; 
Gordon et al., 2017b; Gordon et al., 2017a; Gordon et al., 2017c; Gratton 
et al., 2018; Greene et al., 2019; Kong et al., 2019, 2021; Laumann et al., 
2015; Marek et al., 2018; Mueller et al., 2013; Seitzman et al., 2019). In 
fact, every individual measured so far has exhibited reliable and sub-
stantial deviations in fcMRI that are not reflected in group-defined 
functional atlases or network topography estimates (Dworetsky et al., 
2021; Seitzman et al., 2019). These areas of idiosyncratic variation have 
been shown to be reliable when large amounts of fcMRI data are 
collected from each individual, indicating that they are not a result of 
measurement error (Seitzman et al., 2019). Furthermore, they do not 
appear to be attributable to gross anatomical differences in brain 
structure across individuals (Gordon et al., 2017a), motion artifacts 
(Gordon et al., 2017c), or errors in registering fMRI data to a common 
brain template (Seitzman et al., 2019). Altogether, this suggests that 
reliable idiosyncratic differences in brain networks are present across 
individuals. 

The presence of these individual differences in the spatial layout of 
brain networks has important implications for interpreting measures of 
fcMRI. This is because in most group-level fcMRI analyses, the same 
coordinate seed region(s) (or functional parcellation, e.g., the 264 re-
gions identified in Power et al., 2011) are selected for all participants in 
a dataset. In using these methods to calculate functional connectivity, it 
is assumed that regions of the brain are functionally analogous in their 
spatial layout across participants. Under this assumption in group-level 
analyses, individual differences in fcMRI are then typically interpreted 
as variations in connectivity strength between a specified set of regions. 

However, as brain organization is variable across individuals (e.g., 
white circles in Fig. 1A versus Fig. 1B), this assumption is likely violated 
in group analyses in practice (Fedorenko, 2021). This is because dif-
ferences in the strength of fcMRI between regions are not the only 
plausible explanation for any observed differences, as individual varia-
tions in brain network topography can also alter functional connectivity 
estimates (Gordon and Nelson, 2021). For example, while the inferior 
parietal lobe (i.e., white circles in Fig. 1) is often considered a canonical 
region of the default mode network, in any one individual this region 
may not actually be strongly coupled to the default network (Dworetsky 
et al., 2021). Additionally, the degree to which functional network 
topography differs between individuals varies by brain network, further 
complicating the interpretation of group-level studies (Finn et al., 2015; 
Gordon et al., 2017c; Gratton et al., 2018; Kong et al., 2019; Seitzman 
et al., 2019). Thus, typical estimates of fcMRI strength are not able to 

1 Though “precision” fMRI is typically defined as > 120 min of resting state 
data collected over multiple sessions (Gratton et al., 2020), here extensive data 
collection refers to > 40 min of fMRI data collected over multiple sessions (for 
examples of both types of datasets, see Gratton et al., 2020). However, the exact 
amount of data needed to produce reliable estimates of functional brain net-
works will depend on multiple parameters, including the anatomical location 
being measured, MRI scan parameters, and the fcMRI measure in question (see 
footnote 3 in Section 3.1). 
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dissociate whether observed results are due to individual differences in 
the spatial extent of brain networks or the degree of functional coupling 
between analogous regions. 

To illustrate this issue with real data, an example is shown from two 
participants (Participant 1 and Participant 2) from the Midnight Scan 
Club (Gordon et al., 2017c) dataset (Fig. 1). In this dataset, a large 
amount of resting-state fMRI data was sampled from ten individuals over 
ten sessions (Gordon et al., 2017c), yielding highly reliable maps of each 
individual’s brain networks. In this figure, if the white circle on the 
intraparietal lobule in Fig. 1B was selected as a region of interest for 
fcMRI analysis, Participant 1 (top) would likely show less coupling with 
other regions of the default network (red) than the same region for 
Participant 2 (bottom). In a group-level study design, this finding would 
be interpreted as reduced connectivity strength within the default 
network for Participant 1 (relative to Participant 2). However, the fcMRI 
data obtained from personalized models suggests that a likelier expla-
nation is the difference in size between these two default network re-
gions across individuals: in Participant 1, the (red) default network 
region encompasses nearly the entire region (white circle) while the 
same location for Participant 2 contains a much smaller region of the 
default network. The presence of these individual differences in the 
spatial layout of brain networks thus complicates the interpretation of 
measures of fcMRI strength in group-level study designs. 

Given this limitation, it is notable that despite the large number of 
group-level studies examining fcMRI in individuals with psychiatric 
disorders, there is still no consensus as to how alterations in fcMRI are 
associated with psychopathology (Etkin, 2019; Saggar and Uddin, 
2019). Although increased connectivity within the default network is 
often observed in studies of major depressive disorder (Kaiser et al., 
2015; Mulders et al., 2015), a recent large-sample investigation instead 
found evidence for decreased connectivity within the default network 
(Yan et al., 2019). A similar pattern of contradictory results is also 
observed in studies of schizophrenia, where both increases and de-
creases in functional connectivity strength are reported between the 
same networks across different studies (Yu et al., 2012). 

A likely reason for these inconsistencies between studies is that they 
are group-level study designs that lack the resolution into individual 

participants’ brain networks provided by personalized fcMRI. Thus, 
these studies cannot distinguish individual differences in the spatial 
topography of brain networks from differences in the connectivity 
strength of these networks (see Fig. 1). As individual differences in the 
spatial topography and connectivity strength of brain networks2 may 
have different functional correlates, the inability to separately measure 
them contaminates any attempt to identify associations between brain 
network connectivity and psychopathology. 

Multiple lines of research suggest that idiosyncratic differences in 
brain network topography are relevant to individual differences in 
cognition and behavior, suggesting that they are of import to biomarker 
research. One piece of evidence supporting the relevance of individual 
differences in network topography to cognition and behavior comes 
from the spatial locations in which they occur. Individual differences in 
brain networks occur most frequently in multimodal association net-
works whose activity correlates with diverse higher-order cognitive 
processes, and they occur least frequently in unimodal processing net-
works such as the visual and motor areas (Laumann et al., 2015; Mueller 
et al., 2013; Seitzman et al., 2019). This localization suggests that they 
may be a possible substrate of individual differences in these complex 
functions. 

Further evidence demonstrates that the locations of task-related ac-
tivations (collected in the MRI scanner) largely adhere to the topo-
graphic boundaries of personalized brain networks (Braga et al., 2020; 
DiNicola et al., 2020; Gordon et al., 2017c; Laumann et al., 2015; 
Seitzman et al., 2019; Tavor et al., 2016). For example, language pro-
cessing tasks have been shown to preferentially increase fMRI activity 
within the bounds of personalized language brain networks (Braga et al., 
2020), even though the spatial locations of this network differ across 
people. Results such as these suggest that individual differences in 
network topography are meaningfully related to changes in brain ac-
tivity related to ongoing task performance. 

Fig. 1. An example of the differences in 
individual (Participants 1 and 2; B) 
brain network organization when 
compared to a group-level estimate (A; 
Power et al., 2011) are shown. Exam-
ples of regions where brain network 
topography differs across individuals 
are shown in white circles, and regions 
where the topography differs in each 
individual from the group-level net-
works are shown in black circles. The 
colors which represent each network 
are shown in the bottom left. 
The images in this figure are based on 
those from Gordon et al. (2017c).   

2 These factors can also potentially interact in complex ways given that 
adjacent network regions can be positioned within the complex geometry of the 
gyral and sulcal folds of the cortex (Braga et al., 2019; Salvo et al., 2021). 
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Several studies have also found evidence that accounting for the 
spatial topography of brain networks improves the prediction of 
behavioral measures collected outside of the scanner (Bijsterbosch et al., 
2018). One illustration of this comes from the work of Kong et al. (2019), 
(2021) who found that personalized brain network estimates predicted 
measures of emotion, cognitive ability, and personality significantly 
better than typical group-level approaches. Another study by Feilong 
et al. (2021) used “hyperalignment”, a method designed to align pat-
terns of fcMRI across participants by controlling for local individual 
differences in brain network topography. These hyperaligned estimates 
of functional connectivity were able to explain a much larger proportion 
of the variance in cognitive ability relative to what is typically found in 
fcMRI studies (i.e., about 20% vs. about 1% of the variance; Marek et al., 
2022), demonstrating the promise of this method in future research. 
Together, these studies suggest that personalized models of brain net-
works are better suited to identify relationships with behavioral phe-
notypes than typically used group-level approaches. 

Another approach to personalized models of brain networks has 
focused on what are termed “network variants”, which are extreme 
deviations in fcMRI in individuals relative to group-level networks 
(Seitzman et al., 2019). Network variants are defined by patterns of 
connectivity that are associated with different brain networks than what 
would canonically be expected at a given location (e.g., the black circles 
in Fig. 1A which encapsulate default network (red) regions in the 
group-level network map, but instead contain pieces of other networks 
in individual participants in Fig. 1B). These regions of the cortex show 
high reliability (r > 0.8) with large amounts of data (> 40 min), 
demonstrating that they are unlikely to be a byproduct of measurement 
error. Variants also show high correspondence between task and rest 
states demonstrating their stability across different task demands (Kraus 
et al., 2021). Using this technique, a recent study showed that partici-
pants with more default mode-like network variants reported increased 
lifetime substance abuse and lower positive life experiences (Seitzman 
et al., 2019). As these behaviors are relevant to symptoms of psychiatric 
disorders, this suggests network variants are plausible candidates as 
biomarkers for psychopathology. 

While the use of personalized measures of fcMRI is relatively new, 
preliminary evidence suggests this approach has utility specifically for 
identifying relationships with psychiatric symptoms. Studies using 
personalized approaches to identify brain networks have been shown to 
outperform group-level approaches for estimating the relationship be-
tween fcMRI and symptoms of obsessive-compulsive disorder (Brennan 
et al., 2019), major depressive disorder (Zhao et al., 2023), schizo-
phrenia (Fan, Li, Peng et al., 2021; Wang et al., 2020), and bipolar 
disorder (Wang et al., 2020). Therefore, early evidence suggests that the 
person-specific information provided by personalized measures of fcMRI 
is directly relevant for biomarker research. 

In addition to self-report measures of psychopathology, similar work 
has also examined the relationship between measures of fcMRI and 
passively collected metrics from cell phone data. One recent study found 
that connectivity in the somatomotor network was related to individual 
differences in participants’ mobility as measured by GPS data (Xia et al., 
2022). Additionally, other neuroimaging modalities such as electroen-
cephalogram (EEG) have also been used in conjunction with passively 
collected data to significantly predict depression symptoms over the 
course of one month (Shah et al., 2021). Though outside the scope of the 
current review, passive measures of behavior and other neuroimaging 
modalities also deserve mention as promising future directions for 
biomarker research using personalized models. 

Altogether, the work reviewed here suggests that reliable individual 
differences in fcMRI are present across individuals, and that these idi-
osyncrasies are not well-characterized by group-level fcMRI analyses. 
Furthermore, accounting for these individual differences in fcMRI has 
resulted in better predictions of behavior versus group-level approaches, 
including psychopathology, across multiple studies. Thus, while the use 
of personalized models in fcMRI is still relatively new, the available 

evidence suggests that it is better suited to measuring relationships be-
tween fcMRI and psychopathology than group-level analyses. The early 
successes of this approach relative to group-level analyses where 
network topography is assumed to be invariant across participants 
demonstrates the promise for personalized models of fcMRI in psychi-
atric biomarker research. 

2.2. Group-level estimates of the structure of psychopathology symptoms 
may not generalize to individuals 

While so far this section has focused on the shortcomings of using 
group-level fcMRI analyses to quantify individual differences in brain 
networks, evidence suggests that similar issues may exist in the mea-
surement of psychopathology. In research contexts, symptoms of psy-
chopathology are typically assessed either as categorical diagnoses or 
via self-report measures of symptoms. While these methods of symptom 
assessment can show good psychometric properties (Watson, 2003), 
they share the assumption that the constructs they measure are invariant 
across individuals. For example, in the case of categorical diagnoses, the 
symptoms of psychiatric disorders are often assumed to belong to a 
unitary underlying construct which is calculated from patients’ re-
sponses to questions concerning multiple possible symptoms. As these 
symptoms are proposed to be fungible indicators of the same underlying 
unitary construct, even individuals who present with multiple different 
symptoms may meet the criteria for the same disorder (e.g., Zimmerman 
et al., 2015). 

More recently, dimensional models of psychopathology that advo-
cate measuring symptoms on a continuum have been widely adopted 
(Cuthbert and Insel, 2013; Kotov et al., 2017; Prenoveau et al., 2010). 
The assumption of invariance also underlies these dimensional models, 
as the factor and correlational structures of psychopathology symptoms 
outlined in these models are assumed to be roughly the same across 
individuals (Fried, 2015; Schmittmann et al., 2013). Therefore, these 
methods of quantifying psychopathology share the assumption that, 
while symptom presentations for a given disorder may vary across in-
dividuals, the relationships among each person’s symptoms can be 
approximated by the same underlying structure. 

Under the assumption that the structures of psychiatric disorders are 
assumed to be invariant across individuals, it would be expected that the 
severity of symptoms from a disorder that a given individual experiences 
should covary together. In other words, if two symptoms are both 
associated with a given disorder or meaningfully correlated in a 
dimensional model, then if one symptom worsens in a person the other 
symptom would also be expected to worsen. Violations of this assump-
tion – that is, the presence of variable symptom structures across in-
dividuals – would complicate the use of group-level study designs for 
measuring psychopathology. This is especially true for biomarker 
research, as individual differences in the relationships between symp-
toms may be associated with distinct biological mechanisms. Thus, it is 
important to understand how well symptom models estimated from 
group-level approaches correspond to those of individual participants 
over time. 

Within the past decade, evidence has started to accrue that the 
structure of psychopathology symptoms can be heterogenous across 
individuals. In one example of how the structure of psychopathology can 
differ between individuals and groups of individuals, Wright et al. 
(2015) followed 101 participants who met criteria for any personality 
disorder with daily surveys of their symptoms for 100 consecutive days 
(see Fig. 2). When they analyzed the group-level structure of this 
self-report data (collapsing across time and factor analyzing the data 
across participants, akin to most typical group-level cross-sectional de-
signs) two factors emerged: internalizing and externalizing (Fig. 2 A). 
Unsurprisingly, this factor structure mirrored that of prior reports based 
on group-level cross-sectional self-report data in psychopathology 
(Forbes et al., 2021; Kotov et al., 2017; Krueger et al., 1998). The au-
thors also modeled the data longitudinally (averaged across 
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participants) and found four factors fit the data best: negative affect, 
detachment, hostility, and disinhibition (Fig. 2B). Thus, the group-level 
results point to a two factor structure models in the cross-sectional data, 
and a four factor structure model in the longitudinal data (though see 
Section 4.5 for some caveats of this interpretation). 

However, from these results it is unclear how either of these two 
group-level models fit individual participants. To address the question of 
inter-individual differences, Wright et al. (2015) then compared these 
correlation structures to longitudinal data from individuals using 
personalized models (Fig. 2 C). Despite forcing the factor solution for 
individuals to be the same as the group-level longitudinal data (as shown 
in Fig. 2B), the intercorrelations among these factors differed across 
individuals. For example, while Participant 1′s personalized model 
shows that hostility was related to disinhibition and that detachment 
was related to negative affect; Participant 2′s model, instead, showed 
that disinhibition was directly related to detachment. This provides 
evidence that the factor structure within individuals can show 
inter-individual differences, and thus may not necessarily match a 
structure of psychopathology generated from group-level data. 

Notably, in Wright et al.’s (2015) study the symptom data at the 
individual-level showed good stability across the 100 days, as measured 
with both the stability of the mean response (average r = 0.85) and 
variability in responses (average r = 0.72). This suggests that individual 
differences in psychopathology obtained via personalized models likely 
represent stable trait-like measures of psychiatric symptoms and are not 
an artifact of measurement error (Wright and Simms, 2016). Further 
supporting this idea, similar reliability estimates have been obtained for 
longitudinal measures of psychopathology in other samples (Cranford 
et al., 2006). Comparable evidence has also been provided using simu-
lations of individual-level longitudinal data (Mansueto et al., 2022). 
Thus, this study demonstrates that personalized models of psychopa-
thology may capture stable individual differences that are not equiva-
lent to those obtained using group-level approaches. 

Other studies further support the notion that group-level designs 
may not adequately represent the structure of psychopathology in single 
individuals (Wright and Woods, 2020). In one such study, Fisher (2015) 
collected data from ten individuals who met criteria for generalized 
anxiety disorder. These participants completed a daily survey for at least 
60 days assessing the symptoms of generalized anxiety disorder as 
defined by the DSM-5 (American Psychiatric Association, 2013) as well 
as the related behaviors of avoidance, proactively preparing for possible 
negative outcomes, procrastination, and reassurance seeking. Using 
exploratory and confirmatory p-technique factor analysis (Cattell et al., 
1947), latent factors were used to estimate personalized models within 
individuals based on their longitudinal symptom data. Unlike Wright 
et al. (2015) where the factors were constrained to be the same for each 
individual’s data (Fig. 1C) as for the group-level longitudinal data 
(Fig. 1B), here the factor solutions were allowed to vary across in-
dividuals. Based on the results of this analysis, Fisher (2015) concluded 
that of the ten participants, only two contained a factor which approx-
imated the symptoms of generalized anxiety disorder in the DSM-5; and 
no participant had the same latent symptom factors as any other in this 
group. This suggests that if the factor solution is allowed to vary between 
participants, the structure of the symptom data may be even more var-
iable across individuals than if this constraint is applied. 

In addition to identifying individual differences in the structure of 
psychopathology, early evidence suggests that personalized models may 
have utility for selecting treatment interventions. In a recent study, 
Fisher et al. (2019) used personalized models of psychopathology to 
guide treatment selection for individuals diagnosed with anxiety and 
mood disorders. This was done via examining the variance explained by 
each of the factors obtained from each individual’s personalized model 
and selecting modules from a treatment protocol that best mapped onto 
these symptoms. The authors found that the estimated effect sizes of 
their personalized treatments for depression were modestly larger 
(Hedges g = 1.86, 95% CI [1.48 2.24]) than a comparable meta-analytic 

Fig. 2. An example of differences in the structure of psychopathology is shown for models generated using self-report data from either (A) a group-level design 
averaged across time (cross-sectional), (B) a group-level design averaged between participants (longitudinal), or (C) models fit to individual participants’ data across 
time (personalized). Manifest variables (e.g., V1) are shown in squares and latent factors estimated from these variables (e.g., Externalizing) are shown in circles. 
Significant correlations between factors are denoted by double-headed arrows. Across the different levels of analysis (i.e., A, B, and C), the factors generated from the 
manifest variables and the intercorrelations among the factors are noticeably different. For instance, though the cross-sectional data is best characterized two broad 
factors (A), a four factor solution fits better when the data are longitudinal (B). Importantly, the correlations among the factors in the personalized models (C) are not 
the same as those reported for either the cross-sectional (A) or longitudinal (B) models. These correlations also vary across individuals (C; Participant 1 versus 
Participant 2), providing evidence that meaningful individual differences exist in the structure of psychopathology symptoms. This figure is based on the results of 
Wright et al. (2015). 
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estimate (Johnsen and Friborg, 2015) of treatment efficacy (Hedges g =
1.69, 95% CI [1.48 1.89]). Interestingly, the difference between these 
effect sizes was more pronounced when comparing the effect size of 
improvement from each session, with Fisher et al. (2019) reporting an 
average improvement twice as large (Hedges g = 0.24) as was found in 
Johnsen and Friborg (2015). While preliminary, this suggests that 
treatments based on personalized models may provide a benefit sooner 
after beginning treatment than one-size-fits-all approaches. However, in 
this study no control group was recruited to receive a standardized 
treatment (or to have their treatment based on symptoms derived from 
group-level model of psychopathology), so the efficacy of personalized 
interventions versus a typical treatment cannot be directly inferred. 
Future studies will be needed to further establish that personalized 
models capture information about psychopathology that is relevant for 
treatment. 

Together, these results show that heterogeneity in the structure of 
symptoms can exist across individuals, even for those who meet criteria 
for the same psychiatric disorder. Thus, if individuals diagnosed with a 
given disorder are assumed to have a similar symptom correlation 
structure, this assumption may prove incorrect in many cases. Though 
we have highlighted only a selection of studies here, others have re-
ported similar results (De Vos et al., 2017; Roefs et al., 2022; Wright 
et al., 2016, 2019; Wright and Woods, 2020). Altogether, this suggests 
that the possible lack of generalizability of psychiatric symptom struc-
tures from group-level designs to individuals deserves more attention in 
biomarker research. 

3. Quantifying how measures of brain function and 
psychopathology change over time within individuals is critical 
for biomarker research 

In biomarker research, one of the most important qualities of a 
measure is its reliability (Gell et al., 2023; Nikolaidis et al., 2022). This is 
because reliability is directly proportionate to the maximum relation-
ship a measure can have with another variable (Revelle and Condon, 
2019; Spearman, 1904): measures with poor reliability have a lowered 
ceiling on their maximum possible observed correlation value with 
another measure. This is critical for evaluating the typically small effect 
sizes observed in biomarker research, as they are determined by the 
strength of relationships between brain and behavioral measures with 
varying reliability (Hajcak et al., 2017; Moriarity and Alloy, 2021; Tiego 
et al., 2023). 

The reliability of a measure can be quantified in multiple ways, 
including internal consistency across participants and the similarity of 
repeated measures within a participant. One approach to quantifying 
the degree to which a single measurement shows internal consistency 
across participants is with split-half reliability, which compares the 
similarity of results for two halves of the same measure across partici-
pants (Lord and Novick, 1968). In contrast, another aspect of reliability 
focuses on the similarity of results within a participant across repeated 
measures, such as with test-retest reliability which quantifies the cor-
relation of measures between different timepoints (Revelle and Condon, 
2019). A comprehensive understanding of the internal consistency 
across participants and temporal stability of a measure within partici-
pants are critical in biomarker research, as these properties are neces-
sary to properly contextualize the relationship between measures of the 
brain and psychopathology. 

To better understand how these measurement properties contextu-
alize our understanding of biomarkers, one can consider the temporal 
characteristics of depressed mood in major depressive disorder. In 
general, while moods are conceptualized to be transient states that 
fluctuate over relatively brief timescales (Rafaeli et al., 2007), the 

tendency to persistently experience negative moods is associated with 
an elevated risk for depression (Burcusa and Iacono, 2007). Thus, while 
the test-retest reliability of any given mood state is likely not stable over 
longer timescales, a tendency to experience negative moods can show a 
longer-term temporal stability. Therefore, to understand the underlying 
substrates of major depressive disorder, it is necessary to separately 
identify brain measures that are related to stable traits (i.e., neuroticism, 
or a trait-like tendency to experience negative moods; Burcusa and 
Iacono, 2007; Watson and Clark, 1984) from those related to concurrent 
depressive episodes (i.e., the persistent experience of negative mood due 
to clinically significant psychopathology) and due to fluctuations from 
more transient states (i.e., day-to-day or within-day changes in negative 
moods). Without teasing these separate correlates of brain function 
apart, our understanding of the mechanisms which instantiate major 
depressive disorder cannot be considered complete. As these mecha-
nisms exist at the level of individuals, it is also necessary to understand 
the degree of inter-individual heterogeneity in the neural correlates of 
these temporally separable aspects of psychopathology. 

In this section, we review studies examining transient state-like and 
stable trait-like aspects of brain networks and psychopathology. First, 
we review studies which examine the contributions of transient and 
stable factors to fMRI data and discuss evidence that personalized 
models improve our measurements of these sources of variance in brain 
networks. Next, we review past work examining the relationship be-
tween transient and stable trait-like aspects of psychiatric symptoms. 
Again, we discuss evidence for individual differences in these measures 
and how they hinder our understanding of the mechanisms underlying 
psychopathology. Overall, we argue that dissociating state-like and trait- 
like characteristics of both brain and behavior is critical for improving 
biomarker research in psychiatry. 

3.1. Reliable fMRI data within individuals is necessary for dissociating 
trait and state aspects of functional connectivity 

Issues of measurement reliability and stability are especially relevant 
for fcMRI, as past work has demonstrated that the sampling variability of 
MRI data is high (Laumann et al., 2016). In other words, using a small 
amount of fMRI data produces fcMRI measures with high variability 
(approximated by a multivariate normal distribution; Laumann et al., 
2016), leading to estimates that are not representative of the true value 
of functional connectivity. This results in measures of fcMRI that exhibit 
poor test-retest reliability with low amounts of fMRI data (Gordon et al., 
2017c; Laumann et al., 2015; Noble et al., 2017, 2019). Consistent with 
this observation (and the low amounts of fMRI collected from in-
dividuals in most studies; Naselaris et al., 2021), a recent meta-analysis 
found the mean estimate of fcMRI reliability across studies to be poor 
(ICC = 0.29; Noble et al., 2019). This poor reliability means that indi-
vidual differences in brain networks are difficult to accurately charac-
terize with small amounts of fcMRI data, making this a less than ideal 
measure for individual differences research. 

Important contributions towards understanding the amount of data 
necessary to obtain reliable fcMRI measurements at the individual level 
have come from “precision” fMRI experiments (introduced previously in 
Section 2.1). In these experiments, multiple extended sessions of fMRI 
data are collected from each individual (Gratton et al., 2020; Michon 
et al., 2022), in contrast with more typical designs in which 5–10 min of 
fMRI data are obtained. An early demonstration of the power of preci-
sion fMRI came from the MyConnectome dataset (Laumann et al., 2015), 
in which one participant completed 104 fMRI scans over the course of 
approximately one and a half years. In this study, it was shown that 
cortical brain networks defined via fcMRI could achieve high test-retest 
reliability (r > 0.95) within a single participant. Importantly, Laumann 
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et al. (2015) were able to demonstrate that greater than 30 min of data3 

were needed to obtain these reliable estimates, indicating that person-
alized fcMRI estimates can become stable with large (or “precision”) 
amounts of data. 

A similar result was observed in the Midnight Scan Club dataset 
(previously mentioned in Section 2.1), where a large amount of resting- 
state fMRI data was sampled from ten individuals over ten sessions 
(Gordon et al., 2017c). The same pattern of high reliability (r > 0.85) 
with greater than 30 min of data was replicated in this sample. Other 
estimates of the reliability of fcMRI are consistent with these findings, 
showing that using small amounts of data (6 min), test-retest reliability 
is significantly lower (ΦUV = 0.18) than with large amounts (144 min) of 
data (ΦUV = 0.65; Noble et al., 2017). It should be noted as well that 
task-related activations estimated from fMRI follow a similar pattern to 
those seen with fcMRI, with larger amounts of data collected per 
participant increasing within-subject reliability (Chen et al., 2021; Nee, 
2019). Thus, collecting large amounts of fMRI data within individuals 
has been shown to produce reliable and personalized estimates of brain 
function. Given the benefits of using reliable personalized measures in 
biomarker research, these results suggest that extended fcMRI data 
collection approaches are crucial for better understanding the neural 
correlates of behavior. 

In addition to producing reliable measures in individuals, other 
studies suggest that personalized fcMRI models can be used to separate 
stable trait-like aspects of brain networks from transient state-like fac-
tors (Gratton et al., 2020). As discussed previously, an important 
consideration in clinical applications is the ability to track stable neural 
characteristics of individuals that predispose them to psychopathology, 
such as the tendency to experience depressive episodes. This is critical 
because a plethora of evidence suggests that a stable trait-like vulnera-
bility to experiencing psychopathology is present in many disorders 
(Burcusa and Iacono, 2007; Janoutová et al., 2016). Personalized brain 
networks estimated using precision fcMRI have been shown to be stable 
across sessions (Gordon et al., 2017c; Laumann et al., 2015; Seitzman 
et al., 2019) and task states (Gratton et al., 2018; Kraus et al., 2021), 
suggesting that they represent stable trait-like markers of brain 
organization. 

In line with this evidence, Gratton et al. (2018) showed that fcMRI 
measures are dominated by commonalities across participants and sta-
ble individual features that distinguish one participant from another. 
The authors also found evidence for transient variability in fcMRI 
measures across days and cognitive states, but these effects were sub-
stantially smaller in magnitude than the more stable features. Impor-
tantly, while there was significant variance associated with more subtle 
transient state-like factors, the biggest state effects observed in fcMRI 
were individual-specific (Gratton et al., 2018). Thus, fcMRI approaches 
which utilize group-level approaches are not well-suited to measuring 
these transient changes. 

Despite being a relatively new area of study, evidence does exist that 
personalized fcMRI is well-suited to track changes in brain networks 
within individuals. In one particularly compelling example, Newbold 
et al. (2020) applied an arm cast to the dominant arm of three healthy 
adults. As is typically observed (Biswal et al., 1995), at baseline there 
was a high degree of functional coupling between the bilateral soma-
tomotor cortices which are primarily responsible for planning and 
executing motor movements. However, absent any injury to the casted 

arm, the specific regions of somatomotor cortex of all three individuals 
corresponding to this arm showed substantial decoupling from other 
somatomotor regions. Once the casts were removed, fcMRI in the 
affected regions gradually returned to baseline levels. These significant 
changes in fcMRI began within 48 hours of the cast being applied, 
demonstrating the potential for tracking changes in the adult brain over 
relatively short timescales. 

Another study tracking change in fcMRI over time is that of Pritschet 
et al. (2020), who collected fcMRI in a neurotypical female over the 
course of the menstrual cycle for 30 days. Consistent fluctuations in 
whole-brain connectivity between multiple brain networks and levels of 
estrogen and progesterone were observed across days, indicating that 
these hormone levels covaried with changes in brain network connec-
tivity throughout the menstrual cycle. Again, this result indicates that 
precision fcMRI methods can be used to detect subtle but significant 
variation in brain networks over time. 

In addition to tracking fcMRI over the course of days, a previous 
study by Porter et al. (2022) shows the potential of personalized fMRI 
approaches to track changes over much shorter timescales. In this study, 
the authors classified different task states using fcMRI with 
cross-validated machine learning methods in a precision fMRI dataset. 
The authors were able to classify differences in these states across people 
at significantly above chance, but these predictions were much more 
successful (~30% boost in accuracy) when classifying states within the 
same person. This pattern was then replicated in an independent dataset 
with new tasks. These results emphasize that personalized fcMRI models 
can be powerful approaches to measuring changes in brain states, 
detecting effects that are not observable in group-level approaches. 

A small set of studies have also used personalized fcMRI to track 
changes in psychopathology over time. While these studies did not 
collect enough data to be classified as precision fMRI (i.e., they were 
based on < 10 min of data per participant), they used fcMRI methods 
that provide personalized estimates of brain networks.4 Nevertheless, 
the use of these methods increased the observed effect sizes between 
measures of brain network connectivity and changes in psychopathol-
ogy symptoms. In one study, participants diagnosed with first episode 
schizophrenia were scanned at baseline and after an 8 week treatment 
with antipsychotic medication (Fan, Li, Guo et al., 2021). The results 
showed that personalized fcMRI measures were able to predict positive 
symptoms of schizophrenia significantly better than a group-level 
approach (r(28) = 0.57 versus r(28) = 0.22). In another study, 
changes in fcMRI were measured in participants with 
obsessive-compulsive disorder both before and after treatment at an 
inpatient facility (Brennan et al., 2019). Though fcMRI measured using 
both personalized and group-based parcellations could significantly 
predict self-reported symptoms, only the personalized parcellations 
significantly predicted symptom change in response to treatment (r 
(39) = 0.374 versus r(39) = 0.177). Changes in personalized estimates 
of fcMRI have also been shown to be more strongly associated with 
changes in symptoms in major depressive disorder over the course of 
treatment than group-level approaches (Zhao et al., 2023). Together 
these studies provide preliminary evidence that the use of personalized 
models outperform group-level analyses in tracking changes in 

3 Note that these reliability estimates are for low motion fMRI data (as head 
motion distorts fcMRI estimates; Power et al., 2012) and for fcMRI estimates of 
the cerebral cortex. The cerebellum (r > 0.9 with > 90 min of data; Marek 
et al., 2018) and the subcortex (r > 0.7 with > 100 min of data in most regions; 
Greene et al., 2019) require substantially more low motion fMRI data to achieve 
high reliability. However, new MRI data collection methods have shown 
promise for improving the reliability of fcMRI in these regions with lesser 
amounts of data (Lynch et al., 2021). 

4 Lesser amounts of fMRI data have low reliability per participant, but some 
methods of quantifying personalized measures of fcMRI use template-based or 
hierarchical models to estimate individual-level measures in non-precision 
datasets (e.g., Glasser et al., 2016; Guntupalli et al., 2018; Harrison et al., 
2015; Kong et al., 2019, 2021; Wang et al., 2015). The priors inherent in these 
models may help to compensate for the lower reliability seen in these data 
types, and these approaches can perform better than group-level approaches in 
many cases. However, they have less flexibility to identify idiosyncratic brain 
features than precision fcMRI methods. Thus, precision fcMRI is likely to 
improve upon the benefits of these low-data personalized methods in future 
work. 
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psychopathology symptoms across time. 
In addition to these studies, there is evidence that precision fMRI 

data can also increase the effect sizes observed between fcMRI and 
psychopathology. In one recent study, Gordon et al. (2018) used a 
precision imaging approach with large amounts of fcMRI data collected 
per participant in a sample of individuals diagnosed with post-traumatic 
stress disorder. The authors found significant associations between 
self-reported symptoms of post-traumatic stress and fcMRI derived from 
a group-level functional atlas. However, when small amounts (10 min) 
of fMRI data were used to calculate fcMRI measures from each indi-
vidual, the relationships between brain networks and symptom severity 
were no longer significant (r(24) = − 0.47 versus r(24) = − 0.22). This 
suggests extended data collection approaches are likely to improve our 
ability to find reliable associations between fcMRI and psychopathology, 
even when a group-level approach is used. 

The evidence presented in this section demonstrates that large 
amounts of fMRI data are necessary to obtain reliable individual-level 
measures of fcMRI. Furthermore, reliable estimates of fcMRI are 
necessary to accurately track stable features of brain networks and 
separate these from more subtle changes in brain network connectivity 
across time and states. Preliminary evidence also suggests that both 
personalized models and precision fMRI data improve our ability to 
detect relationships between fcMRI and psychopathology. Altogether, 
this suggests that identifying relationships between fcMRI and psycho-
pathology can benefit from personalized models based on extended data 
collection in fMRI datasets. 

3.2. Individual differences in the dynamic processes underlying 
psychopathology are relevant for biomarker research 

While this section has so far discussed the utility of personalized 
models for measuring changes in brain networks over time, prior work 
suggests this issue is also relevant for quantifying symptoms of psy-
chopathology. This is because although the severity of symptoms of 
psychopathology can change over short timescales (DeYoung et al., 
2020), there is evidence that dynamic but reproducible patterns exist 
among symptoms of psychopathology over time (e.g., Shackman et al., 
2016). These observations have led to many clinical theories charac-
terized by dysregulated mechanisms of affect, cognition, and behavior 
within individuals (e.g., Behar et al., 2009). However, in past work these 
mechanisms have largely been studied using group-level approaches. 
Given that the proposed mechanisms in these theories are present at the 
level of individuals, it is important for biomarker research to better 
understand the extent to which individual differences in these mecha-
nisms exist. 

One example of theories positing the existence of dynamic mecha-
nisms in psychopathology comes from studies of neuroticism, which is 
defined by a pervasive experience of heightened negative affect (McCrae 
and Costa, 2008; Mineka et al., 2020; Watson and Clark, 1984). Previous 
evidence suggests that elevated levels of neuroticism (Conway et al., 
2016) and experiencing life stressors (Hammen, 2005) are risk factors 
for developing depressive episodes. However, the degree to which these 
two risk factors interact is unclear, as multiple theories have been pro-
posed about the dynamic effects of neuroticism on negative affect levels 
after experiencing life stressors (Shackman et al., 2016). In these the-
ories, negative affect is hypothesized to be elevated either by (a) 
increased exposure or reactivity to stressors, or (b) a tonic elevation in 
negative affect. Evidence from one longitudinal study using (approxi-
mately) biennial assessments suggests that these risk factors interact 
with each other, such that life stress has a larger effect on risk for 
depression in people with elevated neuroticism (Kendler et al., 2004). 
These results suggest that elevated neuroticism amplifies the impact of 
stressful life events on depression risk, which is consistent with a theory 
commonly referred to as the stress amplification hypothesis (see Fig. 3B). 
This hypothesis posits that for people with elevated levels of neuroti-
cism, significantly greater increases in negative affect occur after 

experiencing life stressors than for people with lower levels of 
neuroticism. 

In contrast to these results, a more recent longitudinal study using 
annual assessments by Mineka et al. (2020) found there were significant 
main effects of life stress and neuroticism on future risk for depression, 
but the interaction between these effects was not significant (and in fact 
was significantly smaller than their reported main effects). The results of 
this study are therefore more consistent with the theory of stably elevated 
negative affect (also known as the still-water sea level (neurot-
icism)-wave crest (stress) model; Zinbarg et al., 2022; see Fig. 3A). This 
theory states that elevated neuroticism is associated with consistently 
elevated negative affect (regardless of a clear source of distress), with 
neuroticism and life stressors exhibiting predominantly independent 
effects on negative affect. Thus, these two theories make different pre-
dictions about how negative affect changes in reaction to life stressors 
for people high or low in neuroticism. 

Together, these studies reached mixed conclusions regarding which 
of these theories is correct.5 This may be in part because these hypoth-
eses were tested using group-level study designs rather than examined 
within individual participants. Therefore, it may instead be the case that 
some individuals in each sample have a reproducible dynamic pattern 
consistent with the stably elevated negative affect hypothesis, while 
others adhere to the stress amplification hypothesis. Under these con-
ditions, group-level study designs would tend to provide evidence for an 
“average” of both models of vulnerability for depression (Fig. 3C).6 As 
this example demonstrates, without using personalized models it is 
difficult to evaluate whether individual differences exist in the theorized 
mechanisms underlying psychopathology (Wright and Woods, 2020). 

Recent work using personalized models supports the idea that dy-
namic symptom patterns can vary across individuals (Wright and 
Woods, 2020). One compelling example comes from the aforementioned 
study by Fisher (2015), which measured ten individuals diagnosed with 
generalized anxiety disorder. In addition to the individual-level factor 
analysis described in Section 2.2, dynamic factor modeling (Molenaar, 
1985) was performed on the latent factors estimated for each individual. 
This method estimates both contemporaneous and time-lagged associ-
ations between each factor, allowing for covariance between timepoints 
to be estimated among the factors. Then, the degree to which a latent 
factor from a previous day covaried with the other factors on the current 
day was quantified. This allows for estimates of how relationships be-
tween symptoms reproducibly and dynamically change over time. 

Using this method, clear individual differences emerged in the 

5 Although these studies reached different conclusions, there were also sim-
ilarities in their results. Consistent with the stably elevated negative affect 
hypothesis (see Fig. 3A), Kendler et al. (2004) also found significant main ef-
fects of life stress and neuroticism on depression risk in addition to the afore-
mentioned interaction. Conversely, consistent with the stress amplification 
hypothesis (see Fig. 3B), Mineka et al. (2020) reported that there was a trend 
towards a significant interaction between life stress and neuroticism, but this 
trend was not significant. In a re-analysis of Kendler et al. (2004), Mineka et al. 
(2020) also found that the main effects reported by Kendler et al. (2004) were 
significantly larger than their reported interaction. Thus, to summarize the 
results between the two studies, consistent with the stably elevated negative 
affect hypothesis they both found evidence for main effects of life stress and 
neuroticism on future depression risk. Additionally, support was also found for 
the stress amplification hypothesis as the interaction between life stress and 
neuroticism was in the same direction in both studies, though it was only sig-
nificant in one of them.  

6 Though the results of any one study may vary through sampling variability 
alone, this would be the expected pattern observed across many study samples. 
It may also be the case for example that the majority of individuals in the 
population show a pattern consistent with the stably elevated negative affect 
hypothesis. In this case, evidence for this hypothesis would be more frequently 
observed, even if individuals consistent with both hypotheses are present in 
meaningful proportions in the population. 
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dynamic processes observed among anxiety symptoms. For instance, one 
of the ten participants demonstrated a dynamic pattern of psychopa-
thology showing their level of avoidance on the previous day was 
negatively associated with their general distress and fatigue on the 
subsequent day. However, three other participants demonstrated a 
different pattern, with their previous levels of worry and avoidance 
predicting subsequent increases in worry or generalized anxiety disorder 
symptoms. These results suggest that personalized models of psycho-
pathology may identify reproducible dynamic patterns of symptoms that 
are heterogenous across individuals, even within the same disorder. 

Additional evidence suggests that reproducible dynamic patterns 
captured by personalized models of psychopathology may be relevant 
for treatment. In one study examining the longitudinal trajectory of 
major depressive disorder, symptoms were tracked over the course of in- 
patient treatment in 255 individuals every two weeks (Hebbrecht et al., 
2020). Using a clustering analysis designed for time series data (Sakoe 
and Chiba, 1978), the authors clustered 17 symptoms of depression from 
a commonly used depression symptom scale (Hamilton, 1986). This 
study found that treatment prognosis was significantly better for in-
dividuals whose depression symptoms more strongly covaried. In other 
words, participants improved significantly more depending on the de-
gree to which their depression symptoms either improved or worsened 
together, as opposed to having different trajectories for different clusters 
of depression symptoms. 

Though the focus of this review is on self-report measures of psy-
chopathology, the potential for personalized models based on passive 
sensing data such as GPS, ambient sound, and phone usage also deserves 
mention (Bentley et al., 2019). For instance, it has long been noted that 
GPS-tracked patterns of individuals’ movement are idiosyncratic, but 
also contain reproducible patterns (Gonzalez et al., 2008). Individual 
differences in these metrics have been shown to correlate with person-
ality measures (Wang et al., 2018) and also predict binge drinking in 
young adults (Bae et al., 2018). Thus, these passive sensing metrics also 
show promise to measure dynamic changes in behavior related to 
psychopathology. 

In summary, this section discussed evidence for heterogeneity and its 
import for theories of dynamic processes of psychopathology. Although 
only a selection of studies are highlighted here, additional work supports 
the notion that individual differences in these dynamic processes exist 
(Roefs et al., 2022; Wright and Woods, 2020). The possibility of sub-
stantial inter-individual differences in these dynamic processes presents 
a problem for group-level study designs that seek to test multiple models 
of psychopathology against each other, as these approaches are unable 
to account for the possibility that different individuals’ symptoms are 
consistent with different models. Given that different dynamic processes 
may be associated with distinct biological correlates, grouping data 
across heterogeneous participants is likely to hinder the search for 
biomarkers in psychiatry. As personalized models can estimate these 
distinct patterns within each individual, they are ideal candidates to 
address these issues. 

4. Future directions for biomarker research via combining 
personalized approaches to measuring brain and behavior 

So far, this review has discussed prior research generating person-
alized models of psychopathology symptoms and brain networks 
measured with fcMRI. Section two discussed evidence that personalized 
models of fcMRI and psychopathology contain information about 
individual-level functioning that likely cannot be observed using group- 
level study designs. Section three reviewed evidence of how each of 
these measures changes over time, with evidence that personalized 
models of psychopathology and brain networks are well-suited to 
measuring both stable, reproducible patterns and more transient states. 
Yet, despite these common themes among personalized models of fcMRI 
and psychopathology, so far there has been a lack of integration from 
these two separate domains into unified research designs. 

Towards this end, the goal in this final section is to provide sugges-
tions for how to unify these two approaches into a research agenda that 
incorporates personalized models of both psychopathology and fcMRI 
into biomarker studies. Here, three study designs are proposed which 

Fig. 3. A hypothetical example is shown outlining how the stably elevated negative affect hypothesis (A) and the stress amplification hypothesis (B) present at the 
individual level can appear when data pooled across individuals (C). Panel A shows that the effects of negative affect and life stressors on elevated negative affect are 
additive, consistent with the stably elevated negative affect hypothesis. Panel B illustrates the stress amplification hypothesis, where negative affect and life stressors 
interact to produce elevated negative affect. In both models, elevations in negative affect increase the subsequent risk for future depressive episodes. If it is the case 
that both of these hypotheses hold true in different individuals, it is likely that something resembling the “average” model presented in Panel C would be observed if 
data was pooled across many samples of individuals. 
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aim to investigate relationships between the stable trait-like and tran-
sient state-like sources of variance in psychopathology and fcMRI 
(Fig. 4). In the first of these designs, here referred to as the stable-trait 
design (Fig. 4A), the goal is to link stable, trait-like aspects of brain 
networks to similarly stable models of psychopathology at the individual 
level. The second design, referred to here as the transient-state design 
(Fig. 4B), is designed to identify transient changes in fcMRI that occur 
concurrently with transient changes in psychiatric symptoms within an 
individual. Lastly, the third design, referred to here as the intervention 
design (Fig. 4C), is designed to measure changes in personalized fcMRI 
and psychopathology in response to an intervention. 

While these are discussed with respect to fcMRI (given the large body 
of literature linking psychopathology to distributed brain networks; 
Kaiser et al., 2015; Mulders et al., 2015; Xu et al., 2019; Yu et al., 2012), 
these designs could also naturally be extended to fMRI task activation 
analyses as well as other neuroimaging measures. Relatedly, it should be 
noted that the suggested study designs in Fig. 4 are not mutually 
exclusive, and that different aspects of them can be combined for 
different purposes. For example, the transient-state design could be used 
to measure both stable and transient aspects of brain networks and 
psychopathology, although the stable-trait design likely provides a more 
time- and cost-effective means to measure stable aspects of functioning. 
The specifics of these designs are further elaborated on in the sections 
below, as well as some general methodological considerations for 
research utilizing personalized models. 

4.1. Stable-trait study design 

One approach for finding biomarkers using personalized models of 
fcMRI and psychopathology is to look for relationships between stable 
trait-like measures of brain networks and psychopathology. This type of 
study design is referred to here as the stable-trait study design (Fig. 4A). 
As previous evidence suggests that measures of fcMRI (Gratton et al., 
2018; Laumann et al., 2015) and self-reported psychopathology (Wright 
and Simms, 2016) show high temporal stability over the course of at 
least several months, this suggests that these measures largely reflect 
stable individual differences in brain function and psychopathology 
within individuals. This experimental design assumes that stable indi-
vidual differences in the mechanisms which promote and sustain idio-
syncratic relationships among symptoms of psychopathology have 
different underlying neural correlates, and that these should be reflected 
in stable individual differences in fcMRI. 

In this design, sufficient precision fcMRI and psychopathology self- 
report measures would be collected (Fig. 4A) to reliably distinguish 
stable trait-like variance in these measures from other sources of vari-
ance within individuals. In the example from Fig. 4A, precision fMRI 
measures (collected across multiple sessions to reliably measure fcMRI; 
see Section 3.1) would be collected over the course of the study. 
Extensive psychopathology symptom data would also be collected to 
create personalized models of symptoms for each individual. Given that 
the focus of this design is on stable trait-like features, fcMRI and psy-
chopathology measures need not be contemporaneous, under the 
assumption that the trait-like components of these measures should 
show little change over time. However, it may still be ideal to obtain 
contemporaneous measures of fcMRI and psychopathology, as even 
trait-like measures from these domains may not be completely stable 
over time (Gratton et al., 2018; Pincus and Wright, 2010). 

For hypothesis testing in this example, individuals could be grouped 
by commonalities in their personalized psychopathology models, and 
fcMRI features which distinguish these groups could be identified such 
as the size and connectivity strength of personalized brain networks 
(note that the opposite approach of grouping by fcMRI commonalities 
could also be used). For instance, individual differences in fcMRI could 
be compared across participants who better fit the pattern of the stably 
elevated negative affect hypothesis (Fig. 4A, left) versus individuals who 
adhere more closely to the stress amplification hypothesis (Fig. 4A, 

right). Then, significant differences in brain network connectivity could 
be evaluated between these groups. Alternatively, instead of explicitly 
grouping individuals, continuous measures could be used for hypothesis 
testing. This study design is conceptually extremely similar to that of 
many contemporary biomarker studies using fcMRI, but differs in that it 
incorporates the added individual-level information provided from 
personalized models of brain networks and psychopathology. This type 
of study could potentially help identify neurobiologically supported 
diagnostic categories encompassing specific subpopulations of in-
dividuals who have similar symptom presentations. Another possible 
application of this study design could be to provide information that 
could be used in risk calculators (e.g., Fusar-Poli et al., 2019) to deter-
mine the likelihood that an individual may eventually present with a 
given disorder. 

4.2. Transient-state study design 

Another study design for identifying biomarkers using personalized 
models of fcMRI and psychopathology is to identify relationships be-
tween fluctuations in these measures over time within a person. This 
type of longitudinal within-subjects design is denoted here as the 
transient-state design (Fig. 4B). As reviewed in Section 3.1, while fcMRI 
networks are largely stable, they also change subtly over time within 
individuals (Gratton et al., 2018; Pritschet et al., 2020). Similarly, 
personalized models of psychopathology exhibit stable patterns of dy-
namic processes and mechanisms which sustain the observed symptoms 
of psychopathology (Wright et al., 2015; Wright and Simms, 2016). 
However, a key feature of these personalized models is that the reported 
values for each symptom vary across measurement timepoints (Wright 
and Woods, 2020). 

To capture transient variability, this type of study would utilize 
repeated longitudinal measurements of precision fMRI paired with 
psychopathology symptoms (e.g., paired fMRI scans and psychopathol-
ogy measures at many timepoints as shown in the bottom of Fig. 4B). By 
collecting enough data for precision fcMRI and thus obtaining a reliable 
measurement at each timepoint, transient changes in connectivity could 
be quantified separately from the stable trait-like aspects. Using the 
transient-state design, it is possible to measure whether personalized 
estimates of fcMRI vary systematically as a function of dynamic changes 
in psychopathology over time. Thus, the neural correlates of different 
“states” within a pattern of psychopathology (e.g., Fig. 3) can be 
identified. 

This experimental design is well-suited to measure changes in 
personalized fcMRI models related to different processes and mecha-
nisms found in personalized models of psychopathology. Using again the 
example of neuroticism, life stressors, and depression, personalized 
models of fcMRI could be generated for time periods in which life 
stressors do or do not occur (Fig. 4B, left) and in which negative affect is 
predicted to subsequently increase (Fig. 4B, right). Transient changes in 
fcMRI that are associated with tonic elevations in negative affect could 
then be compared to fcMRI measured shortly after experiencing a life 
stressor. In this way, transient changes in fcMRI that consistently occur 
within different “states” of a given personalized model of psychopa-
thology could be quantified. 

One important assumption of this study design is that these dynamic 
processes in psychopathology are temporally separable by long enough 
time periods that it is feasible to obtain separate fcMRI measurements. 
Some evidence for this assumption exists, as increased worry has been 
shown to lead to either increases or decreases in negative affect the 
subsequent day after worry was elevated (Fisher, 2015). The evidence 
that personalized models of psychopathology show meaningful indi-
vidual differences over this length of sampling interval (24 hours) sug-
gests that it is feasible to collect enough fcMRI data to covary with 
transient changes in symptoms. This type of study design has many 
possible applications, such as identifying brain networks that are asso-
ciated with dynamic changes in psychiatric symptoms, to help identify 
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Fig. 4. Visual depictions are shown for examples 
of all three study designs outlined in this section 
using the previously discussed examples from 
Fig. 1 and Fig. 3. For each design, differences in 
personalized estimates of fcMRI and psychopa-
thology are estimated in (A) stable-trait, (B) 
transient-state, or (C) intervention study designs. 
An example timeline for each study design is 
shown in the lower portion of each section in the 
figure, showing a hypothetical study timeline of 
precision fcMRI (orange line) and self-report sur-
vey (green line) sampling for each participant. (A) 
In the stable-trait design, trait-like individual 
differences in personalized fcMRI are compared 
between individuals who show a pattern similar 
to the stably elevated negative affect hypothesis 
(blue; see Fig. 3A) versus individuals who show a 
pattern similar to the stress amplification hy-
pothesis (red; see Fig. 3B). (B) In the transient- 
state design, personalized fcMRI is compared 
over time within the same individual as symptoms 
dynamically change from a combination of 
negative affect and life stressors (blue) to subse-
quently increased negative affect (red). (C) In the 
intervention design, personalized measures of 
fcMRI and psychopathology are compared pre- 
and post-intervention (red X). In this case, a hy-
pothetical intervention is targeted to disrupt the 
elevation in negative affect following exposure to 
a life stressor according to the stress amplification 
hypothesis (blue). The colors of the brain net-
works shown correspond to those in the legend of 
Fig. 1.   
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clinical cutoffs based on symptom severity, or to identify neural corre-
lates that indicate when an individual may be experiencing clinically 
significant psychopathology. A better understanding of where in the 
brain these transient changes in fcMRI occur has the potential to provide 
insights about the neurobiological underpinnings of psychopathology 
symptoms. 

4.3. Intervention study design 

The third study design seeks to quantify how the elements of 
personalized models of fcMRI and psychopathology change in response 
to an intervention (e.g., Newbold et al., 2020). In practice, this study 
design shares many similarities with the stable-trait design, but sepa-
rately estimates personalized models of fcMRI and psychopathology 
before and after an intervention. In the pre-treatment interval of this 
design, personalized models of fcMRI and psychopathology would be 
estimated as a baseline. Then, after (and/or during) the intervention 
(Fig. 4C, right), changes in personalized models of fcMRI and psycho-
pathology could again be quantified. Some examples of interventions 
that could be used with this study design are pharmacological treat-
ments, neuro-stimulation, or psychotherapy. 

One method to test for changes in response to the intervention could 
be to group individuals according to their fcMRI or psychopathology 
measures at baseline, or to separate individuals based on how they 
changed in response to the intervention (e.g., responders vs. non- 
responders). This design could then be used to measure whether, to 
what degree, or how long a given treatment takes to show efficacy (and 
at what point its benefits begin to plateau). This study design is not only 
restricted to interventions which are forms of treatment, but also can be 
adapted for more transient interventions such as cognitive tasks that 
have been shown to significantly alter fcMRI within individuals (e.g., 
Porter et al., 2022). 

Returning again to our example of neuroticism, life stressors, and 
depressive episodes, in this study design a treatment could be imple-
mented that is hypothesized to diminish the link between life stressors 
and subsequently increased negative affect (Fig. 4C, right). Alterna-
tively, the intervention could target the connectivity within a given 
brain network (e.g., the default mode network) and measure changes in 
connectivity strength versus changes in negative affect after experi-
encing life stressors. In both cases, the changes in personalized models of 
fcMRI would be compared to the changes in personalized models of 
psychopathology. In addition, commonalities could be found between 
participants who responded strongly a given treatment versus those who 
showed a weaker response, allowing for new hypotheses to be developed 
about who specifically might benefit. Thus, this design could inform 
how treatments influence the relationship between brain networks and 
psychopathology, and this information could be used to streamline in-
terventions tailored to individuals. 

4.4. Methodological issues in integrating personalized models of fcMRI 
and psychopathology 

While the insights gained from these study designs have the potential 
to improve our ability to identify biomarkers, several methodological 
issues deserve mention. One is that it is unclear how many participants 
are necessary to both identify commonalities between participants and 
examine inter-individual variability in the observed effects within a 
sample. In initial work, even with samples as small as ten participants, 
substantial between-subject variability has been found in both measures 
of fcMRI (Gordon et al., 2017c) and psychopathology (Fisher, 2015). 
Although these smaller samples are sufficient for establishing the pres-
ence and characteristics of individual variation in these domains, larger 
more diverse samples will be necessary to quantify how representative 
they are of the population at large. 

Another possible methodological concern is that with a small num-
ber of participants (necessitated by the larger amount of data collection 

per person; Naselaris et al., 2021; Nikolaidis et al., 2022), statistical 
power may be lacking to achieve significant results. However, this is less 
of a concern for study designs focusing on within individual effects (e.g., 
the transient and intervention study designs), as in these study designs 
the statistical power is primarily determined by the number of 
within-subject data points instead of the number of participants. Even in 
studies where this is not the case and statistical power is related to 
overall sample size (e.g., the stable-trait design), statistical power is 
larger for studies using highly reliable within-subject measures of fcMRI 
and psychopathology (Gratton et al., 2020; Nikolaidis et al., 2022). 
Therefore, the inherent benefits of personalized models should amelio-
rate issues concerning statistical power in these study designs. Addi-
tional work in this domain will be needed to better outline the statistical 
properties of personalized modeling methods. 

A related issue with smaller sample sizes is that it is unclear to what 
degree the results of these studies would generalize outside of a given 
sample. To mitigate this issue, research based on these study designs can 
adopt a test-retest design of progressively sampling small groups of 
participants and attempt to generalize these results to other groups 
(Nesselroade and Ford, 1985). For instance, participants could be 
recruited in waves and the results obtained in earlier waves could be 
confirmed in later waves (e.g., Braga et al., 2020; DiNicola et al., 2020). 
In these study designs, the degree of reproducibility of a within-subject 
effect across many samples can be a useful indicator of how well they 
will generalize out of sample. For example, if numerous waves of sam-
ples produce results with a similar effect size and homogenous distri-
butions, it is much likelier that the results will generalize to other 
participants than if substantial heterogeneity exists between samples. In 
the latter case, larger-scale replications would be necessary to confirm 
the generalizability of a given effect. Due to the expense of collecting 
fMRI data, in certain cases it may be more feasible to first generate 
personalized models of psychopathology symptoms in a larger group of 
participants if seeking to test an a priori hypothesis (e.g., to contrast two 
theoretical models). Subsequently, a subset of individuals could then be 
selected based on the relevance of their personalized symptom models 
for fMRI data collection. 

The issue of generalizability in biomarker research is also closely 
related to the issue of obtaining unbiased estimates of predictive val-
idity. As personalized models contain much larger amounts of data per 
participant than typical studies, it is critical that these studies use best 
practices for generating accurate predictions from their models (Pol-
drack et al., 2020). This includes avoiding overfitting models to data 
(Ying, 2019) and when appropriate using best practices for 
cross-validation (Bzdok and Meyer-Lindenberg, 2018; Dwyer et al., 
2018; Nielsen et al., 2019). Despite these obstacles, the large amounts of 
data obtained from personalized models of psychopathology will likely 
be complimentary to the goal of generating models which accurately 
predict behavior (Yarkoni and Westfall, 2017). For example, 
person-specific machine learning models have been shown to provide 
better predictions of task state from functional connectivity than versus 
cross-subject models (Porter et al., 2022). 

While the promise of personalized models in biomarker research is 
evident, another relevant issue is how this research can provide direct 
benefits in clinical settings. In most cases, it may not be feasible to 
require individuals seeking psychiatric treatment to complete extensive 
data collection over the course of days to weeks (Roefs et al., 2022) or to 
sit still in an MRI scanner for several hours over multiple sessions 
(Gratton et al., 2020). One critical insight towards this goal is that 
although personalized models of psychopathology provide a plethora of 
information about individual function that cannot be measured using 
brief, cross-sectional self-report measures, the mean scores of these 
measures across time in personalized models show good correspondence 
with these brief self-report measures (DeYoung et al., 2020; Fisher et al., 
2018). 

For instance, if a meaningfully large correlation is observed between 
default network connectivity and increased negative affect following a 
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life stressor, this would suggest that this increased connectivity is a 
biomarker of increased stressor reactivity. Prospective samples could 
then be used to replicate the relationship between these two measures 
and demonstrate the potential for interventions targeting default 
network connectivity. Based on this replicable relationship, a brief self- 
report measure could be developed that reliably measures reactivity to 
life stressors and correlates highly with the values on this same measure 
obtained via personalized models. Then, in clinical settings scores on 
this brief self-report measure could be used to determine the likelihood 
of success for an intervention aimed at reducing reactivity to life 
stressors by targeting default network connectivity. Thus, the results of 
the research framework outlined here have the potential to be readily 
translated to clinical practice with a realistic burden on individuals 
seeking treatment. However, it should be noted that the reliability and 
validity of biomarkers are not the only impediments to their clinical 
utility. Biomarkers face other practical limitations such as the cost of 
obtaining them and the expertise required to administer and interpret 
them, which are also obstacles to their widespread use (Kirkpatrick 
et al., 2020). 

Although personalized models have many potential benefits for 
translational neuroscience, they require a large paradigm shift from the 
predominant study designs currently used for identifying the neural 
correlates of psychopathology. Many research groups are not set up to 
collect and analyze large amounts of data from individual participants, 
and it is natural to have apprehension about investing a large amount of 
time and funding into a new endeavor with a seemingly uncertain 
payoff. However, despite these concerns, the potential benefits of col-
lecting large amounts of data from every individual are readily evident. 
With modern data sharing capabilities, researchers will potentially be 
able to examine data from personalized models across samples using 
different study designs, allowing coherent data collection and analysis 
strategies to be developed. The personalized models estimated in indi-
vidual studies can then be aggregated from data collected via many 
different research groups, informing how prevalent different mecha-
nisms of psychopathology and brain function are in the population at 
large. This will allow researchers to better understand the generaliz-
ability of the results of this research for clinical purposes and estimate 
the number of people who could potentially benefit from novel treat-
ments targeting specific processes related to psychopathology. 

4.5. Limitations and challenges of using personalized models of fcMRI 
and psychopathology in biomarker research 

Though the potential of personalized models of fcMRI and psycho-
pathology are promising, best practices have not yet been established for 
estimating these models. Several outstanding methodological issues and 
limitations deserve further discussion here. These issues will have to be 
resolved for personalized models to reach their full promise in 
biomarker research. 

In fcMRI research, one issue is that in-scanner head motion system-
atically biases brain network connectivity estimates (Power et al., 
2012), and the amount a participant moves within the scanner is 
significantly correlated with cognitive and behavioral measures (Siegel 
et al., 2017). Thus, studies which do not use best practices for addressing 
head motion artifacts are likely obtaining biased estimates of the rela-
tionship between fcMRI and behavior (Ciric et al., 2017). In addition to 
motion, estimates of brain network connectivity can be systematically 
affected by whether the mean signal from the whole brain (global signal) 
is removed from the data (Power et al., 2017), choice of processing 
pipelines (Birn et al., 2014; Ciric et al., 2017), and the optimal resolution 
for defining brain networks with fcMRI data (Huber et al., 2021; Salvo 
et al., 2021). While these methodological issues present challenges for 
generating personalized models of fcMRI, many studies have already 
demonstrated the potential of this method in individual differences 
research. Future work will be needed to determine best practices in 
processing MRI data and accounting for artifacts, an endeavor that is 

already under way (Ciric et al., 2017; Power et al., 2012). 
Like fcMRI research, there are also several outstanding issues in 

using personalized models of psychopathology for biomarker research. 
Extensive variation exists in the strategies used by different research 
groups to define personalized models, and these differences in meth-
odology can significantly affect the interpretation of the results (Bas-
tiaansen et al., 2020). It is also unclear exactly which timescales are 
appropriate for obtaining these measurements from individuals, and the 
amount of time between each timepoint during longitudinal sampling 
can have important effects on the results (Wright and Woods, 2020). 
Relatedly, a variety of methods for generating personalized models have 
been used in addition to those noted above. For instance, unified 
structural equation modeling (Kim et al., 2007), vector autoregressive 
models (Bringmann et al., 2013), and group iterative multiple model 
estimation (GIMME; Gates et al., 2014; Gates and Molenaar, 2012) have 
also shown promise for modeling dynamic relationships among psy-
chiatric symptoms within individuals. However, at this point, it is still an 
open question as to which of these models perform better under different 
circumstances. 

A related issue is how the idiosyncratic features of these models are 
interpreted relative to models based on group-level data. Though the 
evidence presented here suggests that idiosyncratic features are 
routinely observed in personalized models, the degree to which models 
of individuals’ data differ from those defined at the group-level is not 
typically systematically evaluated. For instance, it should be possible to 
test how well a model defined using a group of individuals fits the data 
obtained from any one individual by evaluating the degree of invariance 
between the two models (Meredith, 1993). This is important for 
empirically testing that a personalized model provides information not 
obtainable via group-level analyses, and thus verifying that the structure 
of psychopathology symptoms in individuals is significantly different 
from the group-defined structure. 

Furthermore, it is also important to test whether broader factors of 
psychopathology (e.g., the internalizing and externalizing factors re-
ported in many group-defined models; Kotov et al., 2017; Krueger et al., 
1998) can be found in individuals, as this would also provide informa-
tion about how similar individuals’ psychopathology symptoms are to 
those defined at the group-level. This would require examining the 
correlations among the factors obtained from personalized models to see 
if evidence for these broader factors is found within individuals. In 
addition to providing a more stringent test of how an individual’s psy-
chopathology symptoms relate to those obtained in the group, measures 
of how much a person varies from the group-level model may also have 
relevance for clinical utility. For instance, it may be that the amount an 
individual varies from the group-defined model can predict the degree to 
which typical first-line treatments are effective. Thus, a better under-
standing of how exactly an individual compares to the group would be 
valuable information for evaluating the utility of personalized models of 
psychopathology. 

It is also important to note that in many of the studies discussed here 
the reliability and stability of the reported psychopathology symptom 
measures were not reported. The reliability of these measures is crucial 
for their interpretation, and as discussed above the degree to which they 
are stable across time has important implications for their relevance to 
psychopathology. Thus, information about how temporally stable these 
measurements are is critical for understanding the degree to which they 
represent stable trait-like or transient state-like aspects of psychopa-
thology (Calamia, 2019; Wright and Zimmermann, 2019). Despite these 
outstanding methodological issues, personalized models of psychopa-
thology provide a unique opportunity for identifying within-person 
mechanisms which sustain psychopathology, and the information pro-
vided by these models likely has relevance for biomarker research. 

Though the methodological issues of personalized models discussed 
here are an obstacle to continued progress in biomarker research, it 
should be noted that progress towards resolving these issues is already 
underway. Researchers using personalized models in both fcMRI 
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(Gratton et al., 2020; Lynch et al., 2021; Salvo et al., 2021) and psy-
chopathology (Bastiaansen et al., 2020; Roefs et al., 2022; Stone et al., 
2023; Wright and Woods, 2020) are actively working towards better 
understanding these issues and improving the methodology in these 
areas. Thus, although there are still outstanding methodological issues 
as in any relatively young field of research, the potential of personalized 
models to improve our understanding of biomarkers remains promising. 

5. Conclusion 

This review has outlined the rationale for generating personalized 
models of psychopathology and fcMRI for the purpose of identifying 
biomarkers in psychiatry. The advantage of this strategy is that 
personalized models can capture reliable individual differences in brain 
networks and psychopathology at the individual-level that cannot be 
obtained from group-level estimates of these measures. Evidence from 
these models has demonstrated that while commonalities are present 
across individuals, individuals reliably differ from the group-level 
pattern. Furthermore, these differences are likely important for better 
understanding the relationship between brain and behavior. The evi-
dence discussed here for a lack of generalizability in group-level mea-
sures of brain and behavior across people should encourage a re- 
evaluation of the appropriate study designs for biomarker research. 
Specifically, it calls into question the status quo of sampling more par-
ticipants at the cost of sampling more data from each individual. In line 
with the aims of the RDoC initiative (Insel, 2014), a greater focus on 
individual-level processes presents an opportunity to identify bio-
markers that are associated with specific mechanisms of 
psychopathology. 

To bolster this goal, we closed this review by proposing several 
viable study designs that have the potential to identify biomarkers of the 
processes and mechanisms which sustain psychopathology within in-
dividuals. We also discussed outstanding methodological questions and 
limitations that will need to be addressed for this new approach to reach 
its potential. While these uncertainties are likely to result in growing 
pains as in any other nascent field of research, the evidence presented 
here suggests that the potential benefits of an increased focus on 
personalized models in biomarker research greatly outweigh the pitfalls. 

While only currently a hypothetical framework, we believe that the 
combination of personalized models of fcMRI and psychopathology 
presented in this review are critical to the search for biomarkers in 
psychiatry. Though there are outstanding methodological issues that 
must be resolved, we believe that the benefits of this approach greatly 
outweigh contemporary approaches for identifying biomarkers in psy-
chiatry. We hope that the ideas presented here help facilitate a recon-
sideration of the optimal study designs for biomarker research, and that 
research using these personalized approaches can inform our under-
standing of the neural correlates of psychopathology in the years to 
come. 
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